
**Discussion on the paper by Murphy**

Elja Arjas *(University of Helsinki)*

If I am right the burning issue in social and educational programmes, of which the Fast Track study is an example, is not how to determine an individually optimal dynamic treatment regime but, rather, how a limited total resource should be optimally shared between those who need help. Treatments cannot then be assigned purely on the basis of individual status and treatment histories. The situation is different in clinical trials, where the availability of drugs is not a problem but where they often have unwanted side-effects. The simple logic ‘more is better’ does not then necessarily apply.

My second comment deals with the concept of potential outcomes and the no unmeasured confounders postulate. I understand that it is tempting to postulate the existence of individual potential outcomes that are indexed by a list of treatments received, the main advantage being that the appealing concept of an ‘individual causal effect’ associated with one regime versus another can then be defined directly as the contrast between the corresponding potential outcomes. But I have great difficulty in understanding what the postulate of no unmeasured confounders, as formulated in the paper, would mean in a concrete study.

To illustrate this point, consider again the Fast Track study. It is mentioned in Section 5.1 that ‘staff may have used information from detailed summer interviews to assign treatment; however, in future, summer interviews may not be available’.

It is obvious that decision rules which are to be used later cannot be based on information which then will not be available. But if the summer interviews were actually determinants of how the treatments were assigned in the original study, but are no longer available when the data are analysed, the resulting statistical inference can be seriously confounded. How does this problem relate to potential outcomes?

I think that it would be more natural to formulate the no unmeasured confounders assumption by referring, instead of to potential outcomes, to potential confounders. Somewhat more formally, we would say that \( \{U_1, U_2, \ldots, U_j\} \) are potential confounders at time \( j \) if the prediction of the response \( Y \), given the observed past \( \{S_1, A_1, S_2, A_2, \ldots, S_j\} \), would change if the conditioning would also involve known values of \( \{U_1, U_2, \ldots, U_j\} \). A natural way to formulate the no unmeasured confounders assumption is now to require that for each \( j \), given the observed past \( \{S_1, A_1, S_2, A_2, \ldots, S_j\} \), \( A_j \) is chosen independently of all such potential confounders \( \{U_1, U_2, \ldots, U_j\} \). Of course, such an assumption can never be verified from the data if the potential confounders have not been measured. But at least this alternative formulation would lead the analyst to contemplate the possible existence of factors whose values are unknown but that nevertheless might have influenced the treatment assignments that were made when the original study was carried out.

My third comment concerns the methods of statistical inference. Frankly, the many estimation methods, ranging from maximum likelihood to least squares based on nonparametric frequency estimates, left me in a state of considerable confusion. Would it not be more logical, and simpler, to start from the likelihood expression (cf. the formula below equation (12) in the paper)

\[
\prod_{j=1}^{K} f_j(S_j|\overline{S}_{j-1}, \overline{A}_{j-1}) \prod_{j=1}^{K} p_j(A_j|\overline{S}_j, \overline{A}_{j-1}) g(Y|\overline{S}_K, \overline{A}_K).
\]

Here we can see likelihood contributions coming, in an alternating fashion, for each \( j \), first from observing a new value for the status variable \( S_j \) and then from recording the corresponding treatment assignment \( A_j \), and ending after \( K \) steps with the contribution of the observed response \( Y \) given the entire status and treatment history. Under the above-mentioned version of the no unobserved confounders postulate the middle term in this likelihood does not depend on the potential confounder variables \( U_1, U_2, \ldots, U_K \).

Using statistical terminology in a somewhat liberal manner we include here parameters involved in the definition of the functions \( f_j \) and \( g \) among such potential confounders. But then, in likelihood inference (including Bayesian), the middle term will only have the role of a proportionality constant, and therefore the inference regarding the functions \( f_j \) and \( g \) is unaffected by what particular distributions \( p_j \) were used.
when the treatments were assigned in the orginal study. This reasoning is analogous to considering the likelihood expression arising from right-censored survival data: as long as the censoring mechanism is non-informative, the precise form of the censoring time distribution can be ignored in likelihood inference. There is also a close correspondence with the set or do conditioning introduced by Pearl, e.g. Pearl (2000). Murphy, at the beginning of Section 5.1, makes some brief comments in this direction but then seems to reject this option because ‘we must [then] model the distribution of each status $S_j$ as outcomes of the past statuses and past treatment’. Yes, but I do not think that this is any more difficult than modelling the regret function $\mu_j$. In fact, it should be easier, because we will only have to consider status variables one step ahead in time.

But if this recipe is followed and the inferential problem is considered without reference to optimization, how should the latter problem be solved? I believe that the key to explicit numerical solution here is simulation. After the distributions $f_j$ and $g$ have been estimated from the data, we can ‘plug in’ any regime $d_1, d_2, \ldots, d_k$ into the likelihood expression above, thereby replacing the $p_j$ distributions by (usually deterministic) rules for treatment assignment, and then simulate values from the resulting predictive distribution of $Y$. If maximum likelihood has been used in estimating the functions $f_j$ and $g$ then the ‘randomness’ in these simulations corresponds to sequentially drawing the variables $S_1, S_2, \ldots, S_K$ and $Y$ from the corresponding conditional distributions which are determined by the earlier values and the chosen regime. If, however, the inference has been Bayesian, the parameters of $f_j$ and $g$ also are considered to be random and then the simulation from the predictive distribution involves also sampling from the corresponding joint posterior. Such simulation procedures are very fast to carry out in practice and the corresponding predictive expectations can therefore be computed numerically to a high degree of accuracy by using Monte Carlo averages. If this is done, and unless the collection of all possible $K$-vectors of treatment decisions is very large, the optimization problem can be solved numerically by brute force: by simple ordering of such Monte Carlo estimates. Note also that, unlike in Section 5, the simulations are only a means of computing numerical values of predictive expectations, and not a way of generating alternative data sets.

A more thoughtful solution, although perhaps not ‘optimal’ in a narrow technical sense and not necessarily leading to complete ordering, would be just to consider a few interesting and reasonable looking treatment regimes and to compare how they perform. Given all the uncertainties involved in model specification and parameter estimation, this may actually be enough for answering the practical question of what treatment regime should be used. Moreover, in such a more restricted comparison of only few regimes it is also feasible to consider, not just Monte Carlo averages of the simulated values of the response variable $Y$, but entire predictive distributions of $Y$ generated by the same Monte Carlo scheme.

Susan Murphy considers problems which are genuinely difficult, attempting simultaneously to carry out parameter estimation and to solve a dynamic optimization problem. In this she is genuinely testing the limits of what statistics can do. It is a pleasure to propose a vote of thanks to Susan Murphy for her interesting and thought-provoking paper.

C. Jennison (University of Bath)
The idea of tailoring treatment to the individual is a natural one and the prospect of further adaptation of a continuing treatment to the individual's progress is exciting and challenging. This paper shows how problems arising in this process can be addressed within a general framework. The methodology starts at the point of model formulation, defining a probabilistic model which, when fitted, presents the optimal dynamic treatment strategy directly as an element of the model.

The paper explains that the more traditional approach of developing a model without anticipating the need to find an optimal treatment strategy can lead to difficulties for some classes of models and certain types of data. However, it may be premature to rule out altogether this ‘model first, optimize later’ approach. For instance, although the example of Section 5 is described in terms of the methods proposed, the stochastic process defined has many familiar features: the $S_j$-sequence is an autoregressive process controlled through the interventions $A_j$ and, from $\phi_j$, we see that the final pay-off $Y$ is reduced by cumulative contributions from high values of the state variable $S_j$. What is difficult to comprehend is the full distribution of $Y$ that is implied by the model in this format.

Careful distinction is made in Section 2 between the response of a new subject treated according to actions $a_j = d_j(S_j, \bar{a}_{j-1})$ and the responses seen in the data available for modelling. The assumption of no unmeasured confounders allows us to disregard this distinction since the training data are representative of what future subjects will experience. Not surprisingly, the effectiveness of an action can only be assessed on states to which it is applied in the training data. However, for the assumption of no unmeasured confounders to be valid, the vector $S_j$ must include all important covariates: each additional variable fur-
ther refines the state space and increases the sparsity of specific pairs \((S_j, a_j)\). Now, when working with observational data, the likely reasons for subjects in the same state being exposed to different actions are variations in time and place or in the backgrounds of different practitioners. These factors are potential confounders and should, arguably, be added to the state variables \(S_j\)—removing the instance of different actions applied in a common state \(S_j\). The underlying problem here is, of course, the familiar difficulty of drawing sound inferences from observational data.

Even in the more controlled environment of a randomized experiment, the need to compare actions applied to a subset of patients with similar states has serious sample size implications. Many studies struggle to recruit enough subjects to make an effective comparison of a major end point over two competing treatments. Identification of an optimal adaptive strategy requires comparisons within each of many subgroups of patients. Thus, severe parsimony in model definition appears to be necessary if sample size requirements are not to become completely prohibitive.

As the author points out, statisticians are accustomed to applying dynamic programming to solve sequential decision problems. This approach has proved effective in deriving optimal sequential tests (see Lai (1973), Eales and Jennison (1992) and Barber and Jennison (2002)). I have recently worked on extensions of these methods to investigate the possible benefits of adaptive group sequential designs where the maximum number of analyses is fixed but group sizes can be chosen in the light of observed responses. As a simple illustrative example, suppose that observations \(X_i \sim N(\theta, \sigma^2)\) are available and it is desired to test the null hypothesis \(H_0: \theta = 0\) against the one-sided alternative \(\theta > 0\) with type I error probability \(\alpha = 0.05\) and power \(1 - \beta = 0.95\) at \(\theta = \delta\). We set the maximum sample size at 1.2 times the necessary fixed sample size and search for group sequential tests with at most \(K\) analyses which minimize expected sample size averaged over the two cases \(\theta = 0\) and \(\theta = \delta\). Minimum average sample sizes are shown in Table 3, expressed as a percentage of the fixed sample size; for the optimal non-adaptive test, group sizes were optimized subject to a final sample size of 1.2 times the fixed sample size. The results show that, in fact, there is little to be gained here from allowing group sizes to be modified adaptively.

At least these unimpressive results for adaptive test show that there is no harm in keeping to simply implemented, standard group sequential designs. It would, however, be disappointing to conduct a large scale medical trial only to discover that the optimal adaptive treatment strategy offered such minor benefits. My question for the author is how great might we expect the benefits to be in the real life examples that motivated her methods? Also, might there be simple rules with, say, treatment fixed after an initial patient assessment that are close to optimal?

This last question raises an interesting point. Suppose that, first, a model is fitted to a set of data in the manner proposed. Then the procedure is repeated using a reduced set of actions to give a second model defined, as in Section 3, through the optimal strategy for this smaller action space. There is no reason to expect that the second model should be the same as the first model restricted to the reduced set of actions. Is this not a parallel to the inconsistency issues raised in Section 3.1 for ‘standard’ models?

I am grateful to the author for this stimulating paper and it gives me great pleasure to second the vote of thanks.

The vote of thanks was passed by acclamation.

A. P. Dawid (University College London)
I want to describe the approach to thinking about ‘no unmeasured confounders’—or, much better,
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Fig. 2. Influence diagram

‘s sequential ignorability’—developed by Dawid et al. (2001); a simpler alternative to that described in Section 2 of Susan Murphy’s paper. This uses the well-established methodology of influence diagrams, which extend directed acyclic graph representations of probability distributions by incorporating decision nodes, describing external interventions, in addition to the usual random nodes for nature’s choices. An introduction to the use of influence diagrams for causal inference can be found in Dawid (2002); see also Dawid (2003).

Consider the influence diagram of Fig. 2. Ignoring node δ, this is just a directed acyclic graph model for an alternating sequence S₁, A₁, S₂, A₂, Y of status and action variables, where each variable can depend probabilistically on all earlier variables. With a suitable specification of the conditional distribution of each variable given its past, this could represent any joint distribution of the whole system, e.g.

(a) that under some (possibly) randomized experimental regime or, alternatively,
(b) that under some ‘natural’ observational regime.

To support Susan Murphy’s enterprise, we need to relate the different circumstances of (a) and (b) above: only then can we possibly learn from (b) what we need to know about (a). The additional decision variable δ, which indexes which regime is operating, accomplishes this. The possible values of δ range over ∆ = ∆ ∪ {N}, where ∆ is the collection of experimental regimes that we care about—e.g. we wish to optimize over ∆—and N denotes natural observation. The conditional distribution p(Aᵢ | Sᵢ, Aᵢ₋₁; δ) under any δ ∈ ∆ (though not necessarily under N) is supposed known, since it describes the specified, possibly randomized, experimental assignment (this distribution is degenerate in the case of deterministic experimental regimes, as considered in the paper).

The significant property of Fig. 2 is that there are no arrows out of δ into any status variable Sᵢ (including Y = S₃). This is equivalent to the conditional independence properties (Dawid, 1979): Sᵢ ⊥⊥ δ | (Sᵢ₋₁, Aᵢ₋₁), i = 1, 2, 3, i.e. the conditional distribution of Sᵢ, given the past and δ, does not depend on δ—in particular, it is the same for δ = N as for any δ ∈ ∆. In other words, the probabilistic effect of all previous variables (both status and action) on a status variable is supposed to be a ‘stable feature’, the same across all regimes considered. This is our simple interpretation of the sequential ignorability property. When it can be assumed, it permits (under a positivity condition) estimation of p(Sᵢ | Sᵢ₋₁, Aᵢ₋₁; δ), for an experimental regime δ ∈ ∆, from observational data collected under δ = N.

D. R. Cox (Nuffield College, Oxford)

Professor Murphy’s paper addresses an important and challenging problem to the study of which she has made an impressive contribution. Nevertheless the paper left me rather puzzled. I think that it would have helped to have set out explicitly the very simplest special case that illustrates the issues involved. Such an example would have two or at the very most three periods and other simplifying features. What precisely is being assumed in any specific application? Would it be possible in the limited space available for a reply to give such a special case?

The emphasis is on optimization of individual performance. At the end of a period of applying such a procedure to a number of individuals what could be learned from an analysis of the results? Are the procedures, appropriate for optimization, good or bad for developing understanding?

The emphasis is on individual optimization assuming that all the relevant information characterizing an individual is contained in the associated scores. What would happen in extreme cases, such as application to a population containing a mixture of individuals who respond only to an initial period of special treatment and those who respond only to a uniform treatment over the study period?

In assessing the conclusions from the simulations it would help to have some simple way of interpreting
the differences found: how does one discuss whether a difference of 1 unit in mean outcome is likely to be important in the context studied?

Stephen Senn (University College London)
I compliment the author on having produced a paper that worries me greatly, principally because of the new and difficult theory that it implies I shall be required to learn to continue to advise on the analysis of the effects of treatments. In the past I have assumed that trying to identify individual responses was frequently impractical and that going one step further and adjusting therapy to respond to an individual response that evolved over time was usually impossible. The one exception to this rule, I had assumed, was that of dose adjustment using pharmacokinetic monitoring (here some fairly solid scientific theory, Bayes theorem and a random-effects model using data obtained from many patients helped the implementation) and I was a little surprised not to see any of the literature in this area referenced. See, for example, BagarryLigey et al. (1996), Holford (1999), Racine and Dubois (1989), Rousseau et al. (2000), Sanathanan and Peck (1991) and Thomson and Brodie (1992). It is a general assumption that much of the variation that we see in clinical trials is patient-by-treatment interaction but there are good reasons for believing that physicians frequently overestimate this component (Senn, 2001).

I worry that there is a danger of overcontrol introducing noise into the process. In principle Professor Murphy’s mathematics should deal with this. She will not, it is presumed, fall into the trap to which the late W. Edwards Deming used to draw attention (Deming, 1982) using the funnel experiment of Lloyd Nelson. One has to adjust the position of a funnel through which a marble is dropped so as to hit a cross on a table. Using only the result of the previous drop without any other form of prior knowledge is worse than making no adjustment at all (Leach, 2001). What conditions does Professor Murphy require for dynamic treatment using only past data from a subject to be superior to a more naïve approach using many results from others?

The emphasis on decision analysis in the paper is welcome. This is underutilized in medical statistics. Nevertheless in recent years there have been developments in cancer for using this to find the best dose for the next patient (O’Quigley et al., 1990), in clinical trials for finding the optimal allocation approach for a sequence of patients to maximize a (time-discounted) horizon of cures (Berry and Eick, 1995), and even for choosing drugs to develop (Burman and Senn, 2003; Senn, 1996). It would be interesting to see whether there are any connections between this work and the current paper.

I congratulate the author on a fine paper and look forward with trepidation to future developments.

The following contributions were received in writing after the meeting.

Robert G. Cowell (City University, London)
I congratulate the author on an interesting paper that deals with a difficult problem. I would like to ask her whether she believes that her approach could be developed to analyse the types of multistage decision problems called limited memory influence diagrams introduced by Lauritzen and Nilsson (2001). In such problems a sequence of decisions is to be taken, but when making a decision the decision maker only uses some of the information from the past, not all of the information. If the author’s approach can be extended to such problems, then I have two further questions relating to the regret functions.

(a) Would their form be simplified by using only the same information that was available to the decision maker in the limited memory influence diagram or would they be parameterized by the whole past?

(b) Will the missing information (from the decision maker’s viewpoint) increase the complexity of estimating the regrets, for example, by having to resort to a method such as the EM algorithm?

V. Didelez (University College London)
Often we shall not find it easy to think directly about the acceptability of the stability property that Professor Dawid describes. Instead, we may be able to build an acceptable influence diagram model of an extended situation involving additional variables. We can then use graphical manipulations, e.g. the ‘moralization property’ (Cowell et al. (1999), section 5.3), to investigate whether the desired conclusions follow. It might sometimes, but not always, be appropriate to describe such additional variables as ‘potential confounders’, but in any event their existence is not fundamental, either to our definition or to its application.
Robins’s G-computation formula, which can appear mysterious, becomes a triviality in our approach. We are interested in discovering the distribution \( p(Y | \delta_0) \) of the response \( Y \) that would result from applying some experimental regime \( \delta_0 \). Simple probability theory gives

\[
P(Y | \delta_0) = \int p(Y | S_1, A_1, S_2, A_2; \delta_0) p(A_2 | S_1, A_1; \delta_0) \times p(S_2 | S_1, A_1; \delta_0) p(S_1 | \delta_0) \, dA_2 \, dS_2 \, dA_1 \, dS_1.
\]

Now, because \( \delta_0 \) is a well-specified experimental regime, we know the (perhaps degenerate) randomization distributions \( p(A_2 | S_1, A_1, S_2; \delta_0) \) and \( p(A_1 | S_1; \delta_0) \). Also, the sequential ignorability property \( S_i \perp \perp \delta_i | (S_{i-1}, A_{i-1}) \) ensures that we can replace \( \delta_0 \) by \( N \) in \( p(Y | S_1, A_1, S_2, A_2, \delta_0), p(S_2 | S_1, A_1; \delta_0) \) and \( p(S_1 | \delta_0) \). What results is precisely the G-formula.

The G-formula in fact holds under weaker conditions than sequential ignorability (Pearl and Robins, 1995); again, these can be naturally expressed by using influence diagrams.

As indicated in Susan Murphy’s paper, the usual approach to these issues is based on considerations of potential outcome variables. We find the ingredients and assumptions that are required for this rather inscrutable. The purely probabilistic approach that we have outlined is more straightforward, both mathematically and conceptually.

Richard D. Gill (University of Utrecht)

This is a beautiful and original paper, but I would like to be pedantic about lemma 1 in Appendix A. The statement of the lemma is meaningless so one wonders what the author is really trying to say. Conditional expectations are random variables. So they can be almost surely equal on a probability space, or they can be measurable with respect to a \( \sigma \)-algebra, but not ‘almost surely equal on a \( \sigma \)-algebra’. They are essentially uniquely defined anyway.

This is not merely a technical issue; it is important to demystify conditioning. The measure theoretic conditional expectation is a random variable, an essentially unique function of the conditioning variable, and it can be computed as an ordinary expectation with respect to the essentially unique and always existing conditional law (Pollard, 2001). When formulae from elementary probability (assuming continuous or discrete densities) are applicable, they give the right answer.

Recall that we are given three random variables \( Z_1, Z_2 \) and \( Z_3 \) where \( Z_2 \) is discrete and \( Z_3 \) is continuous. We are given a ‘discretizing’ function \( d \) such that the probability that \( d(Z_3) \) equals \( Z_2 \) is positive; in fact, also conditional on \( Z_2 = z_2 \) it is positive (with probability 1 over the values \( z_2 \) of \( Z_2 \)). Thus the event \( \{ Z_2 = d(Z_3) \} \) has positive probability and hence naive probabilistic conditioning given this event is meaningful. It also has positive probability given \( Z_1 \). We can compute the expression \( E[Z_1 | Z_2 = d(Z_3)] \) in various ways, which by the general theory all give the same answer. For instance, take the measure theoretic conditional expectation of the random variable \( Z_1 \) given the random vector \( (Z_3, Z_4) \) where \( Z_4 = Z_2 - d(Z_3) \). The result is a function of \( Z_3 \) and \( Z_4 \) which I can partially evaluate at \( Z_4 = 0 \). I can show that the result of this is an essentially unique function of \( Z_3 \)—is this the point?

Alternatively compute the conditional expectation given \( Z_2 \) and \( Z_1 \); then average with respect to the discrete conditional probability distribution of \( Z_2 \) given \( Z_3 \) and given that \( Z_2 = g(Z_3) \). Where is the mystery?

J. B. Kadane (Carnegie Mellon University, Pittsburgh)

This is a most impressive paper, on a challenging problem.

Although the treatments in this paper are dynamic, the data are collected in a batch. Thus there is no possibility to use the experience of previously treated individuals to improve that of yet to be treated individuals. Extensions of the methods in this paper to sequentially observed data would be interesting.

Observational studies must be treated with great caution, whether the data are batch or dynamic. How do we know whether the treatments were assigned solely on the basis of the covariates? Even the people assigning the treatments may not know. I wonder how robust empirical conclusions using the methods suggested in the paper are to this kind of misspecification.

James M. Robins (Harvard School of Public Health, Boston)

I congratulate Susan Murphy on this seminal paper. Here I describe an alternative approach based on optimal double-regime structural nested mean models (DRSNMMs), developed after reading Susan’s paper (Robins, 2003). First I show that Murphy’s regret model is isomorphic as a counterfactual model to
an SNMM of Robins (1994). Thus, as conjectured by Murphy, my SNMM results immediately indicate how to extend her results to include

(a) sensitivity analysis and instrumental variable methods for unmeasured confounding (Robins et al. (1999), section 2d.5),
(b) continuous time treatments (Robins, 1998),
(c) locally semiparametric efficient doubly robust (LSEDR) estimation (Robins, 2000) and
(d) an asymptotic distribution-free test of the $g$-null hypothesis that the mean response is the same for all regimes (Robins, 1997) (provided that treatment probabilities are correctly modelled).

In many biomedical studies, the $g$-null hypothesis holds, so no treatment is necessary. Methods lacking (d) often result in active treatment being inappropriately recommended. Only Murphy’s and my methods (Robins, 2003) can include (d).

Let $\tilde{z}_k = (z_k, \ldots, z_K)$ and $\tilde{z}_k = (z_0, \ldots, z_k)$. Given regimes $d = \tilde{d} = (d_0, \ldots, d_K)$ and $d^\beta = d^\beta\tilde{d}$ plus treatment $\tilde{a}_{k-1}$, let $Y(\tilde{a}_{k-1}, d^\beta_{\tilde{d}})$ be the response when $\tilde{a}_{k-1}$ is followed through $k - 1$, $\tilde{d}$ is followed at $k$ and $\tilde{d}$ is followed from $k + 1$. The function

$$\gamma_{m}^{\tilde{d}, \tilde{d}^\beta}(\tilde{s}_m, \tilde{a}_m) = E[Y(\tilde{a}_m, d^\beta_{m+1}) - Y(\tilde{a}_{m-1}, d^\beta_{m}, d^\beta_{m+1})|\tilde{s}_m = \tilde{s}_m, \tilde{A}_m = \tilde{a}_m]$$

represents the conditional mean causal effect of treatment $a_m$ versus treatment $d^\beta_{m}(\tilde{s}_m, \tilde{a}_{m-1})$ before following $\tilde{d}$ from $m + 1$. Henceforth assume no unmeasured confounders. Then,

$$\gamma_{m+1}^{\tilde{d}, d^\beta}(\tilde{s}_m, \tilde{a}_m) = E[Y(\tilde{a}_m, d^\beta_{m+1}) - Y(\tilde{a}_{m-1}, d^\beta_{m}, d^\beta_{m+1})|\tilde{s}_m = \tilde{s}_m, \tilde{A}_m = \tilde{a}_m]$$

and $\gamma_{m}^{\tilde{d}, d^\beta}(\tilde{s}_m, \tilde{a}_m) = 0$ represents the $g$-null hypothesis (Robins, 2003). A $(\tilde{d}, \tilde{d}^\beta)$ DRSNMM specifies

$$\gamma_{m}^{\tilde{d}, d^\beta}(\tilde{s}_m, \tilde{a}_m) = \gamma_{\beta}(\tilde{s}_m, \tilde{a}_m; \beta)$$

where $\gamma_{\beta}(\tilde{s}_m, \tilde{a}_m; \beta)$ is known, $\beta \in R^p$ and $\gamma_{\beta}(\tilde{s}_m, \tilde{a}_m; \beta) = 0$ if $a_m = d^\beta_{m}(\tilde{s}_m, \tilde{a}_{m-1})$ or $\beta = 0$. Robins’s (1994) SNMMs are the case in which $\tilde{d}$ and $d^\beta$ are both the ‘zero’ regime. By defining the zero level of $A_m$ for subjects with history $(\tilde{s}_m, \tilde{a}_{m-1})$ to be $d^\beta_{m}(\tilde{s}_m, \tilde{a}_{m-1})$, this model applies whenever $\tilde{d} = d^\beta_{m}$. (Note that the substantive meaning of $a_m = 0$ changes.) Murphy’s regret model is the SNMM with $d = d^\beta$ being the optimal regime $d^\#$. Like Robins (1999), page 125, she uses a parameterization where $\beta_{1, \text{scale}} = (\beta_1', \beta_2')$ being 0 in her equations (15)–(16) implies the $g$-null hypothesis and that the remaining components of $\beta_{1, \text{scale}}$ are undefined.

Limitations of Murphy’s methodology include

(a) estimation of $\beta_{1, \text{scale}}$ based on smooth function optimization methods necessarily requires (differentiable) approximations of indicator functions and
(b) regrets are not effect measures about which scientists have clear substantive opinions that are amenable to easy modelling.

Optimal DRSNMMs overcome these limitations. They specify that $\tilde{d}$ is the optimal regime $d^\#$ and that $d^\beta_{m}$ is the zero regime, with zero again being substantively meaningful. Then $\gamma_{\beta}(\tilde{s}_m, \tilde{a}_m; \beta)$ is simply the mean effect of $a_m$ (versus zero) at $m$, before following $d^\beta_{m}$. Further $d^\beta_{m}(\tilde{s}_m, \tilde{a}_{m-1}) = \arg \max_{a_m} \{\gamma_{\beta}(\tilde{s}_m, \tilde{a}_m; \beta)\}$. Robins (2003) derives a LSEDR estimator of $\beta_{1, \text{scale}}$.

The author replied later, in writing, as follows.

I thank each of the discussants for their thoughtful comments; these comments have helped me to see this work from heretofore unappreciated angles. In the following I provide brief replies to some of the issues; certainly many deserve more detailed explanation.

I am particularly intrigued by Professor Robins’s alternative approach to estimation of the optimal rules. For simplicity set the number of decisions to $K = 2$ and make the assumption of no unmeasured confounders. Recall that the regrets $\mu_{2}(\tilde{s}_2, \tilde{a}_2)$ and $\mu_{1}(\tilde{s}_1, a_1)$ can be expressed in terms of the potential outcomes as

$$\mu_{2}(\tilde{s}_2, A_1, a_2) = E[Y(A_1, d_2^\#)|\tilde{s}_2, A_1] - E[Y(A_1, a_2)|\tilde{s}_2, A_1]$$
and

\[ \mu_1(S_1, a_1) = E[Y(d_1^*, d_2^*)|S_1] - E[Y(a_1, d_2^*)|S_1]. \]

In this paper the regrets are modelled in terms of the optimal decision rules. Robins's proposal is to decompose each regret into two terms of which only the first term need be modelled, i.e.

\[ \mu_2(S_2, A_1, A_2) = \{ E[Y(A_1, a_2)|S_2, A_1] - E[Y(A_1, 0)|S_2, A_1] \} \]
\[ + \{ E[Y(A_1, 0)|S_2, A_1] - E[Y(A_1, d_2^*)|S_2, A_1] \} \]

and

\[ \mu_1(S_1, a_1) = \{ E[Y(a_1, d_2^*)|S_1] - E[Y(0, d_2^*)|S_1] \} \]
\[ + \{ E[Y(0, d_2^*)|S_1] - E[Y(d_1^*, d_2^*)|S_1] \}. \]

Robins's optimal double-regime structural nested mean model is a model for the first term in each of these sums. This method does not provide an explicit parameterization of the optimal decision rules. It may be that, by modelling only the first term in the decomposition of the regrets, the computational difficulties that are inherent in the approach proposed here, that of modelling the regrets (the computational difficulties are due in part to the fact that the regrets must be non-negative functions) will be simplified. I look forward to Robins (2003).

Professor Robins also comments that the estimation of \( \beta \) requires differentiable approximations of indicator functions. One might form this impression if Section 3 on modelling the regrets and theorem 2 are skipped and only the simple simulation is read. Note that theorem 2 provides an objective function that is to be minimized to estimate the unknown parameters in the regret. This objective function need not be differentiable in the unknown parameters. Discrete optimization and optimization of non-smooth functions are old areas in optimization theory. When the decision values are binary, we might parameterize the regret by

\[ \beta_1(A - I\{ \beta_1 S > \beta_2 \})^2 \]

where the \( \beta \)s are the unknown parameters constrained by \( \beta_1 \geq 0 \) and \( \beta_1 \in \{-1, 1\} \).

Professor Robins's last comment is that 'regrets are not effect measures about which scientists have clear substantive opinions that are amenable to easy modelling'. This is a clear indication that Professor Robins and I participate in different scientific communities. Many substantive scientists are at present using their clinical experience, past experimental evidence and their scientific theories to formulate optimal decision rules; it is our job to communicate such an understanding.

Professor Cowell asks whether the estimation method that is proposed here might be used when we want to find the best decision rules out of the class of decision rules that use only a subset of the past information (Lauritzen and Nilsson's (2001) limited memory influence diagrams). Such multistage decision problems arise when it is too expensive to keep a full record of a subject's past information. This question is much more subtle than I first thought. For example, suppose that \( K = 2 \); then maximizing \( E[Y|S_2 = s_2, A_2 = a_2] \) over all \( a_2 \) will not necessarily result in the limited memory optimal rule. This is because the relationship between \( Y \) and \( S_2 \) may differ according to the distribution of treatment at time 1, \( A_1 \). This is not a problem that is amenable to a straightforward dynamic programming argument. A brute force method would entail estimating not only the regrets but also the distribution of \( S_2 \) given \( S_1 \), indexed by \( a_1(f_2(s_2|s_1, a_1)) \); we could then minimize

\[ \int_{s_1} \mu_2(S_2|s_1), a_2 \} f_2(s_2|s_1, a_1) \} f_1(s_1) \) ds_1 \]

over \( a_2 \). I find this method displeasing as we do not directly model the limited memory optimal rule. At this time I do not have a more pleasing alternative.

I appreciate Professor Gill's comments and he is of course, correct; we should always strive for precision!
Before addressing Professor Jennison's interesting points, I note that the methods proposed here do not assume that the underlying process \( S_1, A_1, S_2, A_2, \ldots \) follows an autoregressive model or satisfies Markovian-type properties. We can assume Markovian-type properties in modelling the regrets but this is a modelling decision and is not necessary. Additionally in practice \( Y \) is often a summary statistic; for example, in an aftercare programme for recovering alcoholics, \( Y \) might be the average number of days of heavy drinking over the entire study period.

Professor Jennison asks whether the benefits of an adaptive strategy outweigh the complexity of such a strategy in a real life setting and whether a simple matching strategy (i.e. match all future treatments to individual on the basis of an initial assessment) might be sufficient. These issues are currently being discussed and investigated in the treatment of alcohol addiction. To a large extent, a simple matching strategy has been abandoned; see the papers about 'Project match' (Project Match Research Group, 1997, 1999) for discussion. Perhaps as more biological information becomes available such matching strategies will be found to be useful. It is not yet known whether the benefits of an adaptive strategy (i.e. tailoring the type or level of treatment to measures of individual need over time) will outweigh a one size fits all treatment. However, the current thought is that adaptive treatment strategies are more likely to be successful in the treatment of chronic relapsing disorders, such as aftercare programmes that have the goal of preventing relapse to alcohol misuse. These treatment strategies are commonly called stepped care approaches (Sobell and Sobell, 1999). Some important questions are how long should we provide the initial prevention treatment before deciding that it is not working, what information should be used to decide whether a prevention treatment is not working, which therapy should be used as a secondary treatment and what information should be used to taper off treatment? As soon as we envision treating individuals for whom the initial prevention treatment is 'not working' differently from individuals for whom treatment appears to be preventing relapse we are envisioning an adaptive treatment strategy.

Professor Arjas comments that in many social and educational programmes a burning issue is how to allocate resources efficiently between individuals in need of help. This issue is very important in the translation of efficacious clinical treatments into effective community interventions. In this paper, the focus is on building an efficacious clinical treatment. Of course cost can play a role even here; the outcome \( Y \) can involve cost in addition to treatment response.

To outsiders, it often appears that, in social and behavioural programmes, more intensive treatment is always better. Unfortunately this is not the case; instead negative side-effects are more subtle than in medical trials. For example, trying to provide too much of one treatment component in a multicomponent treatment may result in reduced compliance with other treatment components. The result may be that the client does not receive the treatment component that is most likely to be beneficial. This occurs because the client views his own time as valuable. Furthermore behavioural therapies such as counselling sessions are time consuming and may occur during work hours, thus requiring that the client misses work. Also at first thought we might believe that social and behavioural programmes cannot have unwanted negative consequences. This is simply untrue. See for example Dishion et al. (1999) and Poulin et al. (2001).

Professor Cox poses the intriguing question about whether the proposed procedures, although appropriate for optimization, might be as good for developing understanding as other procedures. Statisticians need to develop a paradigm for evaluating the effect of time-varying treatments. For example, are we making statements about future treatments when we discuss the effect of treatment at time \( j \)? Furthermore the effect of treatment at time \( j \) has no meaning except in contrast with something else. What is this something else? Robins's structural nested mean models compare the 'treatment \( a_j \) and control treatment thereafter' with 'control treatment at time \( j \) and control treatment thereafter'. The regrets compare 'treatment \( a_j \) and optimal treatment thereafter' with 'optimal treatment at time \( j \) and optimal treatment thereafter'. The analogy in regression is how we choose the meaning for the intercept term. These different ways of modelling help us better to understand effects of time-varying treatments. Note also that the method proposed requires only a model for parts (the regrets) of the conditional mean of \( Y \), leaving the remaining parts and also the distribution of each status \( S_j \) given the past free. We can choose to model these other parts as well.

Professor Cox also requests a description of this method in a simple case to gain intuition and he poses the question about what would happen in the case in which the population is actually a mixture of two types of individuals. Here is a very simple case. Suppose that type 0 individuals respond only to the treatment labelled 0 and type 1 individuals respond only to the treatment labelled 1. Let \( U \) be the binary type. We do not observe \( U \); rather we observe \( S \), a characteristic of the individual, \( A \), the outcome of randomization to treatment 1 versus treatment 0 and lastly the response \( Y \). Suppose that \( E[Y|S, U, a] = 100aU + 100(1 - a)(1 - U) \); i.e. if a person is of type \( U = 1 \) and is treated with treatment
a = 1 then the mean response is 100; otherwise it is 0. Similarly if a person is of type U = 0 and is treated with treatment a = 0 then the mean response is 100; otherwise it is 0. To derive the regret at time 1 (there is only one decision), we observe that $E[Y|s, a] = 100a E[U|s] + 100(1 - a)(1 - E[U|s])$. Maximizing we see that the optimal rule is $d(s) = 1_{E[U|s] > 0.5}$ and thus the regret $E[Y|s, a = d(s)] - E[Y|s, a]$ is

$$100(1_{E[U|s] > 0.5} - a)E[U|s] - 100(1_{E[U|s] > 0.5} - a)(1 - E[U|s]) = 100[2 E[U|s] - 1](a - 1_{E[U|s] > 0.5})^2.$$  

So in this case the scale parameter $\eta(s)$ is $100[2 E[U|s = s] - 1]$. In an experimental setting (A is randomized) and using a quadratic link function, the consistency of the estimation method would depend on an appropriate model for the scale parameter $\eta(s)$. Of course this estimation method only uses a model for the regret; if I were willing to model the combination of all three terms in $E[Y|s, a] = -\{E[Y|s, a = d(s)] - E[Y|s, a]\} + \{E[Y|s, a = d(S)] - E[E[Y|s, a = d(S)]\} + E[E[Y|s, a = d(S)]\}$ then I would produce less variable estimators than the method proposed but at the price of potential bias as I would be modelling more of the distribution.

I appreciate Professor Senn’s list of additional references; I have learned much by reading in this area. Professor Senn states that this paper worries him greatly; please blame my exposition not the method! I must stress that this paper is not about optimizing treatment effect on the present patient by using the last patient’s response. Rather this paper is about using a sample of past patients to find a good strategy that can be used to make treatment decisions on a present patient, such as which information (and how that information) should be used to decide when to switch from an initial treatment to a secondary treatment and so on. In effect, information from the sample of past patients is pooled (via the estimated rules) with the data from the present patient (the $s, s$) to produce treatment recommendations. In spirit, this is similar to individualizing doses by using pharmacokinetic models. There data on a sample of past patients is used to estimate a population model that is then subsequently used as a prior in a Bayesian forecasting model for the present patient. In both cases a next step is a confirmatory randomized control trial comparing the rules-based dynamic treatment regime with the standard treatment. It would be rather interesting to see whether methods from the dose individualization area are more widely useful, particularly the Bayesian approaches.

Comments by Professor Kadane, Professor Senn and Professor Jennison suggest or hint at the idea of sequentially updating a dynamic treatment regime. The beginnings of this can be seen in the work of Legedza and Ibrahim (2001), wherein they sought to match the maximum tolerated dose to the individual’s background characteristics. They updated their rule for ascertaining the maximum tolerated dose sequentially from patient to patient by using the Bayes rule and past information. There is, however, only one decision per patient.

Professor Dawid and Dr Didelez’s formulation of sequential ignorability is attractive for several reasons. First if my goal in analysing an observational study is to propose an experimental study then I need to compare all the ways in which responses from the observational study might differ from the experimental study; similarly if my goal in analysing an experimental study is to propose the communitywide implementation of the treatment then again I need to compare all the ways in which the response from the experimental study might differ from the response from the community. The quantification of this, expressed by Professor Dawid and Dr Didelez via $\delta$, reminds me that I must be mindful of the setting in which I want to use my results. A second reason why I welcome their formulation of sequential ignorability is that I suspect that this approach may help us to eliminate much of the measure theoretic difficulties that occur in the formulation of Robins’s $G$-computation theorem (see equation (6)) when we have a continuous treatment space. This would be nice indeed!

References in the discussion


