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The Thin Reed: Accommodating Weak Evidence for Critical Parameters in Cost-Benefit Analysis

David L. Weimer

Abstract

Policy analysis often demands quantitative prediction. This is especially the case in cost-benefit analysis, which requires the comprehensive quantification and monetization of all valued policy impacts. For all but the simplest of policies, achieving comprehensiveness requires analysts to take parameter values and shadow prices from statistical analyses done by others. These parameter estimates are uncertain and usually come with estimates of their precisions. Using this information to assume distributions for all parameters and shadow prices, Monte Carlo simulation provides an appropriate way to create a distribution of net benefits that conveys the level of certainty about the fundamental question of interest: Are net benefits positive? However, there is considerable controversy about how to move from empirical estimates to the distributions of parameters needed for the cost-benefit analysis. Unfortunately, most social science researchers frame their work in terms of hypotheses about the particular parameters, uncritically privileging Type I over Type II error. The inappropriate focus on hypothesis testing rather than prediction sometimes leads analysts to treat statistically insignificant coefficients as if they, and their standard errors, are zero. One alternative method is to use all estimates and their standard errors whether or not the estimates are statistically significant. Another alternative method is to use all estimates but to shrink them and standard errors toward zero in an effort to guard against regression to the mean. Comparing the three methods (only use statistically significant estimates and their standard errors, use all estimates and their standard errors, use shrunk estimates and shrunk standard errors) in Monte Carlo simulation suggests that treating statistically insignificant coefficients as zero rarely minimizes the mean squared error of prediction. Using shrunk estimates appears to provide a more robust minimization of the mean squared error of prediction. These results suggest the heuristic that, when confronted with a necessary but statistically insignificant estimate of a necessary parameter, shrink it and use it! Indeed, the simulations presented here suggest that routinely shrinking estimates is a robust approach in the face of relatively uninformed priors about the true values.
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1.0 Introduction

Demand for cost-benefit analysis (CBA) to assess the efficiency of public policies has grown in recent years. Whereas it was once employed almost exclusively to assess infrastructure projects, it now sees routine use in environmental policy, and increasingly in health and social policy (Weimer and Vining, 2009). President Reagan’s Executive Order 12291 and President Clinton’s Executive Order 12866 expanded the use of CBA by federal agencies. Although not yet widely used by state governments, the value of its sophisticated application to social policy has been demonstrated by the Washington State Institute for Public Policy, which routinely conducts CBAs at the request of the state legislature. As the validity of CBA as an assessment of efficiency depends on its comprehensive accounting of valued impacts, analysts seeking to apply it to any but the simplest policies must usually glean effect sizes and shadow prices from empirical work done by others or expediently by themselves. These empirical estimates are never certain. How should analysts make use of these estimates to predict costs and benefits? How should analysts appropriately convey the uncertainty that the use of these estimates as a basis for prediction creates in net benefits?

The answer to the second question is obvious, but not uniformly followed: every CBA should employ Monte Carlo simulation to produce distributions of net benefits that take account of uncertainty in effect sizes and shadow prices. (For illustrations, see Nicol, 2001; Weimer and Sager, 2009). The distribution of net benefits is the basis for “testing” hypotheses about net benefits. It provides a correct estimate of expected net benefits, which may differ from that resulting from calculations based on point-estimate values of parameters when uncertain effects are multiplied by uncertain shadow prices. Most importantly, it conveys useful information not only about expected net benefits, but also about how likely it is that positive net benefits will be realized.

The focus of this essay is on answering the first question, which has received virtually no attention by policy analysts. Moving from empirical estimates to appropriate predictions would seem to be one of the fundamental tasks for not just CBA but for any policy analysis with quantitative components such as risk analysis or cost-effectiveness analysis. Yet, common practice tends to make two types of errors. The first is to apply naively concepts of hypothesis testing in drawing on empirical evidence. As social scientists, our norms require us to give great deference to the convention of assuming parameters are zero unless we can claim that the
probabilities of their Type I errors are no more 5 percent (or 10 percent for the more accepting).
As policy analysts, however, we want the best prediction, which is often closer to the estimated
but not-statistically-significant parameter than it is to zero. The second error is to confuse
efficient estimation with accurate prediction. An unbiased and efficient estimator does not
necessarily give the most appropriate prediction. Indeed, in circumstances in which the null
hypothesis reflects beliefs that the true parameter may actually be zero, parameter estimates from
ordinary least squares or logistic regressions tend to make predictions that are too large from the
perspective of minimizing mean squared error and therefore may appropriately be “shrunk”
toward zero.

Recent years have witnessed increased attention to the synthesis of data relevant to
particular predictions through systematic techniques such as meta-analysis. Here I am
addressing a different sort of synthesis: drawing together estimates of sets of parameters
necessary to complete an informative policy analysis. Especially for policies with multiple
effects, such analysis often requires synthesizing across many sources, including sometimes
individual studies with imprecise results. My focus is on this latter sort of synthesis, specifically
when a parameter is based on the thin reed of a single study.

2.0 Problems with Current Evidence-Based Approaches

Imagine that an analyst wanted to do a CBA to answer the question of whether the
replication of an experimentally evaluated program would produce positive net benefits. Also
assume that the experiment was perfectly implemented and produced estimates of a dozen
impacts relevant to the CBA. For example, the impacts might include changes in school
achievement, participation in juvenile delinquency, and high school completion. Now suppose
that eight of the estimated impacts would be starred to show statistical significance at the 5
percent level based on their individual t-tests. However, following the What Works
Clearinghouse Procedures and Standards Handbook (Institute of Education Sciences, 2008), the
researchers employ the Benjamini and Hochberg (1995) method for adjusting critical values to
ensure that the Type I error for the collection of estimated impacts remains at 5 percent (actually,
the probability of rejecting any one hypothesis when all the nulls are true), finding that only six
of the impacts remain statistically significant. (They are nonetheless delighted with this method
because using the less powerful but commonly employed Bonferroni correction would have only resulted in four statistically significant impacts!)

The researchers might follow one of the following three approaches to moving from their experimental results to a prediction of net benefits.

First, they could embrace what Stephen Ziliak and Deirdre McCloskey (2008) refer to as the cult of statistical significance and only use the estimates and standard errors for the eight estimates of impacts that were individually statistically significant in their CBA. As a consequence, they would be assuming that the other four impacts were *exactly* zero. That is, because there was more than a 5 percent chance that the true value of these statistically insignificant impacts is zero, they ignore their estimated magnitudes and standard errors. These assumptions of zero impact very likely bias their estimate of net benefits toward zero. Further, by assuming their standard errors are also zero, their Monte Carlo analysis will produce a distribution of predicted net benefits that does not convey the true level of uncertainty.

Second, they could be even more diligent followers of the cult and base their CBA only on the six statistically significant impacts after taking account of multiple comparisons. The result would be even more bias and a greater underestimation of uncertainty in their prediction of net benefits for the replication.

Third, realizing that the hypothesis of interest is *whether replicating the program would produce positive net benefits*, they decide to use their estimates of all twelve impacts, both those that are statistically significant and those that are not. To predict the distribution of net benefits, they use all the estimates and their standard errors in their Monte Carlo analysis. They have escaped the cult of statistical significance! However, by treating estimates as predictions, their approach tends to bias their predictions of net benefits away from zero, especially when the true effects are small.

**3.0 Inference and Prediction**

Under the canonical assumptions (non-random regressors and identically and independently distributed errors with zero mean and constant variance), ordinary least squares (OLS) produces the unbiased estimates with the smallest possible standard errors. The correction we will consider introduces a useful form of bias. Published estimates are generally unbiased in finite samples (least squares) or asymptotically (maximum likelihood methods, i.e.
logit or probit). Unbiasedness is desirable in questions of inference, especially where the focus is on whether or not to reject a null of no effect. The issues in proper inference are daunting (see, e.g., Anderson, 2008; Perneger, 1998), and are central to retrospective program evaluation. CBA asks a different question. Rather than assessing a past policy, asking what costs and benefits appear to have been actually realized, CBA attempts to predict the costs and benefits that a policy would produce if it were to be adopted.

This changes the problem from one of inference to one of prediction. If the goal is optimal prediction, then some level of bias may be desirable. We are not concerned with an unbiased estimate of what happened in the data set analyzed by a study, but instead we wish to estimate the benefits in some future replication of the policy. The basic theoretical insight arises from the use of “shrinkage” in reducing the mean squared error of prediction. Shrinkage methods introduce some bias towards zero in coefficient effect sizes, which, through the bias-variance trade off, results in better predictions. Basically, we adjust effect size in order to account for regression to the mean.

4.0 Using Shrinkage to Reduce Predictive Error

The basic insight for reducing predictive error dates back to Francis Galton, who plotted the mid-heights of fathers and mothers versus offspring (Galton 1886). He observed that particularly tall parents, on average, had children who were taller than average but not as extremely so as the parents, while particularly short parents had children who were still short, but less extremely so than the parents. Galton termed this phenomenon of heights “Regression toward Mediocrity in Hereditary Stature.”

Translated into modern parlance, a given observation or effect size has two components: a systematic and a random component. When predicting the value of the effect size for a new draw of data, the best unbiased predictor (BUP), in the sense of minimizing mean squared predictive loss, will shrink the unbiased estimate towards the overall mean of all observations. In statistics, this is referred to as Stein’s Paradox, which states that the unbiased estimate (i.e., a sample mean or regression coefficient) can always be transformed into a better predictor by accounting for the random component that generated the data. In Galton’s example, the grand mean of all parental midpoints carried information about the height of any given child, because
these heights shrink towards the mean, even though the parents are independent observations. Combining means across parents can lead to a better estimator than any given parents’ mean.

Shrinkage estimates work by balancing some data-specific value and some grand mean, with weights determined by the sample variances of each. A large literature discusses the properties of this approach (Thompson 1968; Efron and Morris 1971, 1975; Stein 1981; Copas 1983, 1987). This essay briefly assesses the literature on shrinkage estimates and how they should be used in bringing thin evidence into CBA and other types of quantitative analyses. It employs simulations to illustrate the implications of the following approaches to dealing with tenuous links, especially statistically insignificant effects:

1. Treating statistically significant effects and their standard errors as zero.
2. Using all estimates and their standard errors.
3. Using shrunk estimates that would be available in secondary analysis.

5.0 Simple Introduction to the Theory of Shrinkage

The basic idea behind shrinkage is that by accepting some bias, the mean squared error of prediction can be reduced. Consider an unbiased and efficient estimator, such as an OLS coefficient, \( \hat{\theta} \), under the canonical assumptions. Although \( \hat{\theta} \) has zero bias and the smallest possible variance among the class of linear unbiased estimators, it may not have the smallest mean square error, \( \text{MSE} \equiv E[(\hat{\theta} - \theta)^2] \), where \( \theta \) is the true value of the parameter. Following Thompson (1968), consider a “natural origin” for \( \theta \) of \( \theta_0 \). One can think of this as a Bayesian prior—in our applications we assume that it is zero. The shrinkage estimator is derived by finding the value of \( c \) that minimizes the following expression:

\[
E[(c(\hat{\theta} - \theta_0) - (\theta - \theta_0))^2]
\]

Applying \( c \) to the estimator will yield a smaller MSE around the natural origin, but a larger MSE far away from it.

Taking the derivative with respect to \( c \) and solving yields the following equation for \( c \):

\[
c = \frac{(\theta - \theta_0)^2}{(\theta - \theta_0)^2 + \text{Var}(\hat{\theta})}
\]

We can estimate \( c \) as
\[ \hat{c} = \frac{(\hat{\theta} - \theta_0)^2}{(\theta - \theta_0)^2 + \hat{Var}(\hat{\theta})} \]

Letting \( \theta_0 = 0 \), Thompson gives the shrinkage formula for estimating the mean, \( \mu \), from a random sample as:

\[ \hat{\mu} = \frac{x^2}{\bar{x}^2 + s^2/n} \bar{x} \]

where \( \bar{x} \) is the sample mean, \( n \) is the number of observations, and \( s^2 \) is the estimate of the population variance. A similar formula was derived by Copas (1997) for OLS regression and MLE logistic regressions. We take a similar approach to derive a shrinkage formula for a parameter estimate from an ordinary least squares regression.

For our purposes, we consider shrinkage of the OLS estimator based on its Student’s t statistic, which can be calculated from the estimate and its standard error, which are routinely reported by researchers. Seeking to minimize error when the true parameter is zero, we want to choose \( k \) to minimize:

\[ MSE_k = E[(k\hat{\beta}_{OLS} - \beta)^2] \]

Taking the partial derivative with respect to \( k \) and solving the first order condition for an extreme value yields:

\[ k = \frac{\beta^2}{Var(\hat{\beta}_{OLS}) + \beta^2} \]

Substituting \( \hat{\beta}_{OLS} \) for \( \beta \) and rearranging gives:

\[ \hat{k} = \frac{\hat{\beta}_{OLS}^2}{Var(\hat{\beta}) + \hat{\beta}_{OLS}^2} \]

Dividing through by \( Var(\hat{\beta}) \) yields:

\[ \hat{k} = \frac{t^2}{t^2 + 1} \]

Therefore, the shrunken value is given by:

\[ \hat{\beta} = \left[ \frac{t^2}{t^2 + 1} \right] \hat{\beta}_{OLS} \]
where \( t \) is the Student’s \( t \) statistic for the test of the hypothesis that the coefficient of the independent variable is zero. Note that the shrinkage declines as \( t \) increases. Using the Delta method,\(^1\) we can approximate the variance of \( \hat{\beta} \) as:

\[
Var(\hat{\beta}) = \left[ \frac{(t^8 + 6t^6 + 9t^4)}{(t^2 + 1)^4} \right] Var(\hat{\beta}_{OLS})
\]

The simulations that follow assume that coefficients from OLS regressions are needed to complete a comprehensive CBA.

### 6.0 Structure of the Simulations

Figure 1 provides an overview of the simulation process. A simulation trial begins by drawing “true values” of three parameters that sum to total net benefits (Step 1). These true values and random errors are used to create a data set relating the true parameters to observed outcomes (Step 2). OLS regressions are then used to estimate the three parameters and their standard errors (Step 3). Next, the three decision rules are applied: (1) assume statistically insignificant coefficients and their standard errors are zero; (2) use all coefficients and their standard errors; and (3) use shrunken coefficients and their shrunken standard errors (Step 4). Finally, the coefficients and standard errors resulting from each rule are applied in a Monte Carlo simulation of the sort that would be done by analysts to estimate a distribution of predicted net benefits (Step 5). Two summary statistics for each Monte Carlo simulation are recorded: first, the squared deviation of the true value of net benefits and the mean predicted value; and second, whether or not the true value of net benefits is smaller than the 5 percent point of the cumulative distribution of predicted net benefits or is larger than the 95 percent point; in other words, whether the true value falls outside the derived 90 percent confidence interval.

These five steps constitute one “trial.” The investigation involves executing a large number of trials.

In the trials reported on here, the true but unobserved parameters are represented as three impacts measured in standardized units that correspond, say, to millions of dollars. Impact 1 is assumed to have a 20 percent chance of taking the value 0 and an 80 percent chance of a value

\(^1\) \( g(\hat{\beta}) = \left[ \frac{\hat{\beta}_{OLS}^2 / Var(\hat{\beta}_{OLS})}{\hat{\beta}_{OLS}^2 / Var(\hat{\beta}_{OLS}) + 1} \right] \) and \( Var(\hat{\beta}) = \left[ \frac{d g(\hat{\beta})}{d \hat{\beta}} \right]^2 Var(\hat{\beta}_{OLS}). \)
drawn from a uniform distribution from 0 to 1. Impact 2 is assumed to have a similar
distribution, but with a 40 percent chance of taking a value of 0 and a 60 percent chance of a

**Figure 1: Overview of Simulation Procedure**

- **Step 1**: Specify true values of parameters
- **Step 2**: Draw data set using true values and random disturbances
- **Step 3**: Estimate parameters from data set
- **Step 4**: Apply each of three rules on use of estimated parameters
- **Step 5**: Conduct a Monte Carlo simulation for each rule:
  1. Record squared deviations of predicted from true net benefits;
  2. Record percent of time true net benefits fall outside 90 percent confidence interval.
value drawn from a uniform distribution from 0 to 1. Impact 3 is assumed to be uniformly distributed over the range -0.4 to 1. The true net benefit is assumed to be the sum of these three impacts, so that it ranges from -0.4 to 3, with an expected value of 1.

We generate three data sets each with 100 observations split equally between the treatment and control cases. Each dependent variable equals the error drawn from a normal distribution for control cases and a draw from a normal distribution plus the impact for treatment cases. One can think of the dependent variables as the impact measured with error so that each regression provides an estimate of one of the impacts and a constant, where the true value of the constant is zero.

The regression analysis applies a two-sided t-test to the estimated coefficients. Those that are statistically insignificant at the 5 percent level are set equal to zero (and their standard errors are set equal to zero) under rule 1. Rule 2 simply uses the full set of estimated coefficients and their standard errors. Rule 3 also uses all coefficients and their standard errors, but shrinks each of them using its t-statistic in the shrinkage equations previously displayed.

The Monte Carlo simulation creates a distribution of predicted net benefits for each decision rule by drawing values from Student’s t distributions with means equal to the values of the coefficients and standard errors equal to the values of the standard errors employed under that rule. Each Monte Carlo simulation is based on 1,000 draws.

The overall simulation has sets of 10,000 trials for each of five different assumed standard deviations of the normally distributed disturbance in the regressions: 0.6, 0.8, 1.0, 1.2, 1.4. The middle value of these standard deviations corresponds to the mean value of true net benefits across the trials. To estimate the mean squared error of prediction, the average of the squared deviations of the difference between the true value of net benefits and the mean of the distribution of predicted net benefits is taken across trials. Also, the fraction of trials for which the true value of net benefits falls outside of the 90 percent confidence interval implied by the Monte Carlo distribution are calculated.

---

2 One could also structure the estimation as a single regression with a set of indicators for the three impacts. If one does this with, say, 30 mutually exclusive indicators for the three impacts and 10 observations with all indicators set to zero, then not taking account of covariances among the estimators leads to a predicted variance of the sum of impacts approximately half of the actual value. Thus, treating statistically insignificant coefficients as zero would further underestimate the true variance if the covariances involving the insignificant coefficients were also set equal to zero.
7.0 Illustrative Results

Imagine that one held prior beliefs about the distributions of the true values of the impacts that correspond to those used in the first step of these simulations. That is, one thought the true values had the specified distributions. It then makes sense to ask: Which method of using coefficients would on average yield the greatest accuracy in the sense of minimizing the average of the squared deviations of the mean values of the Monte Carlo simulations, the value usually reported by analysts as the point estimate of net benefits, and the true value of net benefits? Table 1 shows these averages by the assumed values of the standard deviations of the errors in the regressions.

Table 1
Average Squared Deviations of True and Mean Predicted Net Benefits by Method

<table>
<thead>
<tr>
<th>Standard Deviation of Regression Error</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method 1: Significant Coefficients Only</strong></td>
<td>.094</td>
<td>.090</td>
<td>.148</td>
<td>.218</td>
<td>.310</td>
</tr>
<tr>
<td><strong>Method 2: All Coefficients</strong></td>
<td>.077</td>
<td>.078</td>
<td>.121</td>
<td>.168</td>
<td>.239</td>
</tr>
<tr>
<td><strong>Method 3: Shrunk Coefficients</strong></td>
<td>.075</td>
<td>.074</td>
<td>.115</td>
<td>.157</td>
<td>.216</td>
</tr>
</tbody>
</table>

Note that either using all coefficients or using shrunk coefficients gives on average more accurate predictions than using only significant coefficients across the range of standard deviations. Further, using shrunk coefficients consistently gives the most accurate predictions, though using all coefficients does almost as well.

It is also interesting to ask which method does better over particular ranges of true net benefits. Table 2 displays the simulation results for average squared deviations between the true value of net benefits and the mean of the Monte Carlo distribution conditional on the range of true values of net benefits. First, note that using only statistically significant coefficients (method 1) gives a better prediction than the other approaches only when the true value of net benefits is non-positive and the standard deviation of the regression error is relatively large. In these cases, it gives a much more accurate prediction on average than using all the coefficients (method 2) and it does moderately better than using shrunk coefficients (method 3). For true
values of net benefits between 0 and 1, the shrunk coefficients give more accurate predictions than using only statistically significant coefficients for all the standard deviations, and they give more accurate predictions than using all the coefficients except in the case of the smallest standard deviation, where the two methods do equally well. For larger values of true net benefits, those between 1 and 2, using shrunk coefficients and all the coefficients provide comparable accuracy for smaller standard deviations, while using all the coefficients does better.

Table 2
MSE for Each Method by True Net Benefit Intervals

<table>
<thead>
<tr>
<th>Standard Deviation of Regression Error</th>
<th>Interval of True Net Benefits</th>
<th>Significant Coefficients Only</th>
<th>All Coefficients</th>
<th>Shrunk Coefficients</th>
<th>(Number of Trials)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.4 to 0</td>
<td>0 to 1</td>
<td>1 to 2</td>
<td>2 to 3</td>
<td>(Number of Trials)</td>
</tr>
<tr>
<td>0.6</td>
<td>.07</td>
<td>.06</td>
<td>.05</td>
<td>.05</td>
<td>(496)</td>
</tr>
<tr>
<td></td>
<td>.04</td>
<td>.04</td>
<td>.04</td>
<td>.04</td>
<td>(4,624)</td>
</tr>
<tr>
<td></td>
<td>.03</td>
<td>.04</td>
<td>.04</td>
<td>.05</td>
<td>(4,309)</td>
</tr>
<tr>
<td></td>
<td>(496)</td>
<td>(4,624)</td>
<td>(4,309)</td>
<td>(571)</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>.07</td>
<td>.09</td>
<td>.10</td>
<td>.11</td>
<td>(524)</td>
</tr>
<tr>
<td></td>
<td>.08</td>
<td>.08</td>
<td>.08</td>
<td>.09</td>
<td>(4,604)</td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>.06</td>
<td>.08</td>
<td>.11</td>
<td>(4,291)</td>
</tr>
<tr>
<td></td>
<td>(524)</td>
<td>(4,604)</td>
<td>(4,291)</td>
<td>(581)</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.07</td>
<td>.13</td>
<td>.17</td>
<td>.18</td>
<td>(497)</td>
</tr>
<tr>
<td></td>
<td>.12</td>
<td>.12</td>
<td>.12</td>
<td>.13</td>
<td>(4,622)</td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>.10</td>
<td>.13</td>
<td>.16</td>
<td>(4,309)</td>
</tr>
<tr>
<td></td>
<td>(497)</td>
<td>(4,622)</td>
<td>(4,309)</td>
<td>(572)</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>.09</td>
<td>.17</td>
<td>.27</td>
<td>.29</td>
<td>(508)</td>
</tr>
<tr>
<td></td>
<td>.18</td>
<td>.17</td>
<td>.16</td>
<td>.16</td>
<td>(4,646)</td>
</tr>
<tr>
<td></td>
<td>.11</td>
<td>.13</td>
<td>.18</td>
<td>.22</td>
<td>(4,273)</td>
</tr>
<tr>
<td></td>
<td>(508)</td>
<td>(4,646)</td>
<td>(4,273)</td>
<td>(573)</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>.09</td>
<td>.22</td>
<td>.41</td>
<td>.53</td>
<td>(509)</td>
</tr>
<tr>
<td></td>
<td>.23</td>
<td>.24</td>
<td>.24</td>
<td>.23</td>
<td>(4,654)</td>
</tr>
<tr>
<td></td>
<td>.13</td>
<td>.18</td>
<td>.25</td>
<td>.34</td>
<td>(4,279)</td>
</tr>
<tr>
<td></td>
<td>(509)</td>
<td>(4,654)</td>
<td>(4,279)</td>
<td>(558)</td>
<td></td>
</tr>
</tbody>
</table>

Minimum values in red.
for the larger variances. When the true value of net benefits takes its largest values, between 2 and 3, using all the coefficients gives the most accurate predictions. Its advantage over the other two methods is small for the smallest standard deviations but grows large for the larger ones. For the larger standard deviations, shrunk coefficients also yield more accurate predictions than using only statistically significant coefficients.\(^3\)

Figures 2, 3, and 4 show results for standard deviations of 0.6, 1.0, and 1.4, respectively. Each figure plots smoothed values of mean squared error for each of the three methods: dots for treating insignificant coefficients as zero; solid lines for using all coefficients; and dashes for shrunk estimates. Figure 2, the simulation with the least noise, shows shrunk estimates giving the smallest mean squared errors until true net benefits reach about 1, and using all coefficients doing so for larger values. Figure 3, the simulation with moderate noise, shows treating insignificant coefficients as zero does best until true net benefits reach about zero. Shrunk estimates do best until true net benefits go slightly beyond 1, and then using all coefficients does best. Finally, Figure 4, the simulation with the greatest noise, shows a similar pattern, but one showing treating statistically insignificant coefficients as zero more favorably for small values of true net benefits. However, it does much worse than either of the other methods beyond 1, the mean value of true net benefits.

\(^3\) Just shrinking statistically insignificant coefficients does not outperform shrinking all in terms of mean squared error.
Which of these methods would yield distributions of predicted net benefits that best conveyed the true level of uncertainty in the prediction of net benefits? In other words, for which method would the confidence interval reported from the Monte Carlo simulation be most valid?
Table 3 shows how often the true value falls outside the derived 90 percent confidence interval for predicted net benefits. First, note that in most of the cells, the 90 percent confidence intervals do cover the true value about 90 percent of the time when using all the coefficients or shrunk coefficients. However, the confidence intervals that result from using only statistically significant coefficients and their standard errors are much too short. Indeed, for the smallest values of true net benefits, they never were wide enough to cover the true value. More generally, looking across cells in Table 3, the most valid confidence intervals using only significant coefficients have error rates of 40 percent (14 percent versus the expected 10 percent), which is

<table>
<thead>
<tr>
<th>Standard Deviation of Regression Error</th>
<th>Interval of True Net Benefits</th>
<th>-0.4 to 0</th>
<th>0 to 1</th>
<th>1 to 2</th>
<th>2 to 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All Coefficients</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Significant Coefficients Only</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>(Number of Trials)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
as large as the least valid confidence intervals using shrunk coefficients. The confidence intervals based on only significant coefficients do so poorly because they ignore the standard errors of the excluded coefficients in generating the distribution of predicted net benefits. This could be corrected by including the standard errors of statistically insignificant coefficients, but that would beg the question of why they are set to zero rather than to their estimated values.

The shrunk coefficients result in confidence intervals that are too wide when the true value of net benefits in this simulation are negative but too narrow for values greater than zero. One possible reason for this is that the variance estimate for the shrunk coefficients is based only on the first term of the Delta method expansion. Another reason is that in the derivation of the weights, the regression estimates of the impacts are substituted for their true values.

8.0 Shrinkage in Perspective

The purpose of this analysis is to assess the use of shrunk estimates to improve the predictive value of ordinary least squares estimators taken from single studies when the true parameters are near zero. Therefore, it uses only information that would be routinely available to analysts in reported results—coefficients and their standard errors. The approach considered minimized mean squared error and therefore falls squarely within classical statistics. Nonetheless, it can be interpreted in Bayesian terms and it is embedded in hierarchical linear modeling.

If analysts have available the original data upon which a regression of interest has been estimated, then they could consider adopting an informative Bayesian prior distribution centered at zero. For commonly used convenient conjugate priors, the resulting parameter estimate would be a weighted average of the prior value and the ordinary least squares estimate, with the weights depending on the prior and ordinary least squares variances. This would shrink the ordinary least squares estimate toward zero, but less so the more precise the ordinary least squares estimates. Thus, it would operate in a similar way to the shrinkage factor we employed.

Shrinkage also occurs in hierarchical linear models that include random effects for groups. Taking account of differences in sample sizes, and hence standard errors, the random effect models employing empirical Bayesian estimation shrink group means toward the overall average across groups to improve predictive accuracy. (As the shrinkage is larger for larger numbers of groups, it also obviates the need for multiple comparison adjustments if one is
interested in the hypothesis that all the nulls are true.) Thus, if one uses hierarchical linear models, one has already embraced a form of shrinkage.  

9.0 Discussion and Conclusion

The simulations suggest two observations in using empirical evidence in CBA or other predictive analysis. First, treating statistically insignificant coefficients as if they and their standard errors are exactly zero will only provide the most accurate predictions if the true values are actually very close to zero. On the surface, this seems like a conservative approach. However, CBA often requires estimating parameters related to costs, or negative benefits—consider the negative region for the third impact in the simulation. Treating these parameters as zero when their estimates are statistically insignificant would bias CBA toward project acceptance. Even if one accepts these risks, also ignoring the standard errors of the insignificant coefficients results in Monte Carlo distributions of predicted net benefits that are much too tight.

Obviously, the problems that arise in treating statistically insignificant coefficients as if they are zero are exacerbated by multiple comparison corrections to ensure that the overall frequency of false positives within an analysis satisfy some critical level overall. The correction for multiple comparisons initially arose out of situations where repeated samples are taken from, say, a production line to try to determine if a product is defective (Perneger 1998). In such cases, the overall null hypothesis that none of the samples exceed specifications is appropriate and adjustment for multiple comparisons is indeed appropriate. However, in situations where we are interested in impacts on subgroups within an experimental sample, it is unlikely the case that we care about the overall null hypothesis. Indeed, it is unlikely that we care at all about any hypotheses relevant to the particular sample; rather, we want to use the estimates to test a policy-relevant hypothesis such as net benefits are positive. If so, then in the blind pursuit of a “correct” Type I error not only ignores the reality of Type II error, statistical insignificance when the null is false, because of an underpowered test, but also the more fundamental error of asking the wrong question. Consequently, when we conduct a field experiment to assess some policy intervention, we should report all the plausibly relevant subgroup effects, with their standard

---

4 On the advantages and disadvantages of the use of shrunk estimators in report cards on health care providers see Mukamel et al. (2010).
errors, and not hide or throw away policy relevant information in the inappropriate devotion to a correct Type I error for an irrelevant hypothesis.

A possible caveat to this harsh assessment of treating statistically insignificant coefficients as zero is the problem of publication bias. In industries like pharmacology there is a strong financial incentive not to publish the results of studies with insignificant findings of positive effects. In the social sciences, our reluctance as referees to recommend publication of even well-designed studies that fail to find statistically significant results creates an incentive for researchers to abuse their data in ways that make the reported coefficients, standard errors, and significance levels suspect (Weimer, 1986; Humphreys et al., 2013). In fields where this sort of selection bias is operating, the sorts of simulations used in this analysis would not necessarily be valid because some of the draws yielding statistically insignificant coefficients would be disregarded. One shocking non-intuitive (and, yes, perhaps bogus) implication is that if one can only find one relevant empirical study when the nature of the question and the likely availability of data suggest multiple studies should be available, one might put more confidence if the one found is a working paper posted on the internet than if it is published in a peer reviewed journal! Of course the former does not have the benefit of peer review of the methods and data, so one would bear greater burden of assessment. In effect, one would be taking on this burden in an effort to avoid the selection bias.

Second, shrinking estimates and their standard errors provides better predictions than either treating statistically significant coefficients as zero or using the raw estimates for relatively small values of true parameters. However, if the true parameter values are very large and noisy, then the raw estimates will provide substantially more accurate predictions than the shrunk estimates.

These observations together I think lead to the following heuristic: Rather than assuming statistically insignificant coefficients and their standard errors are zero, use shrunk coefficients and shrunk standard errors!
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